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Abstract

Adversarial examples can cause catastrophic mistakes in Deep Neural Network (DNNs) based vision systems e.g., for classification, segmentation and object detection. The vulnerability of DNNs against such attacks can prove a major roadblock towards their real-world deployment. Transferability of adversarial examples demand generalizable defenses that can provide cross-task protection. Adversarial training that enhances robustness by modifying target model’s parameters lacks such generalizability. On the other hand, different input processing based defenses fall short in the face of continuously evolving attacks. In this paper, we take the first step to combine the benefits of both approaches and propose a self-supervised adversarial training mechanism in the input space. By design, our defense is a generalizable approach and provides significant robustness against the unseen adversarial attacks (e.g. by reducing the success rate of translation-invariant ensemble attack from 82.6% to 31.9% in comparison to previous state-of-the-art). It can be deployed as a plug-and-play solution to protect a variety of vision systems, as we demonstrate for the case of classification, segmentation and detection. Code is available at: https://github.com/Muzammal-Naseer/NRP.

1. Introduction

Adversarial training (AT) has shown great potential to safeguard neural networks from adversarial attacks [29, 35]. So far in literature, AT is performed in the model space i.e., a model’s parameters are modified by minimizing empirical risk for a given data distribution as well as the perturbed images. Such AT strategy results in the following challenges. (a) Task dependency: AT is task-dependent e.g. robust classification models cannot directly be incorporated into an object detection or a segmentation pipeline, since the overall system would still require further training with modified task-dependant loss functions. (b) Computational cost: AT is computationally expensive [29] which restricts its applicability to high-dimensional and large-scale datasets such as ImageNet [34]. (c) Accuracy drop: models trained with AT lose significant accuracy on the original distribution e.g. ResNet50 [17] accuracy on ImageNet validation set drops from 76% to 64% when robustified against PGD attack [29] at a perturbation budget of only $\epsilon \leq 2$ (i.e. maximum change in each pixel can be 2/255). (d) Label leakage: supervised AT suffers from label leakage [23] which allows the model to overfit on perturbations thus affecting model generalization to unseen adversaries [50].

In comparison to AT, input processing methods [14, 45] for adversarial defense are scalable and can work across different tasks. However, they have been broken in white-box
settings [2] and shown to be least effective in black-box settings. For example, [10] successfully transfer their attack against multiple input processing based defenses even when the backbone architecture is adversarially trained using [43]. Furthermore, input transformations (e.g., Gaussian smoothing and JPEG compression) can maximize the attack strength instead of minimizing it [32, 10].

Motivated by the complementary strengths of AT and input processing methods, we propose a self-supervised AT mechanism in the input space. Our approach (Fig. 1) uses a min-max (saddle point) formulation to learn an optimal input processing function that enhances model robustness. In this way, our optimization rule implicitly performs AT. The main advantage of our approach is its generalization ability, once trained on a dataset, it can be applied off-the-shelf to safeguard a completely different model. This makes it a more attractive solution compared to popular AT approaches that are computationally expensive (and thus less scalable to large-scale datasets). Furthermore, in comparison to previous pre-processing based defenses that are found to be vulnerable towards recent attacks, our defense demonstrates better robustness. Our main contributions are:

• **Task Generalizability:** To ensure a task independent AT mechanism, we propose to adversarially train a purifying model named Neural Representation Purifier (NRP). Once trained, NRP can be deployed to safeguard across different tasks, e.g., classification, detection and segmentation, without any additional training (Sec. 3).

• **Self-Supervision:** The supervisory signal used for AT should be self-supervised to make it independent of label space. To this end, we propose an algorithm to train NRP on adversaries found in the feature space in random directions to avoid any label leakage (Sec. 3.1).

• **Defense against strong perturbations:** Attacks are continuously evolving. In order for NRP to generalize, it should be trained on worst-case perturbations that are transferrable across different tasks. We propose to find highly transferable perceptual adversaries (Sec. 4.3).

• **Maintaining Accuracy:** A strong defense must concurrently maintain accuracy on the original data distribution. We propose to train the NRP with an additional discriminator to bring adversarial examples close to original samples by recovering the fine texture details (Sec. 4.2).

### 2. Related Work

**Defenses:** A major class of adversarial defenses processes the input images to achieve robustness against adversarial patterns. For example, [14] used JPEG compression to remove high-frequency components that are less important to human vision using discrete cosine transform. A compressed sensing approach called Total Variation Minimization (TVM) was proposed in [14] to remove the small localized changes caused by adversarial perturbations. Xie et al. [46] introduced the process of Random Resizing and Padding (R&P) as a pre-processing step to mitigate the adversarial effect. A High-level representation Guided Denoiser (HGD) [26] framework was used as a pre-processing step to remove perturbations. NeurIPS 2017 Defense Competition Rank-3 (NeurIPS-r3) approach [42] introduced a two step prep-processing pipeline where the images first undergo a series of transformations (JPEG, rotation, zoom, shift and sheer) and then passed through an ensemble of adversarially trained models to obtain the weighted output response as a prediction. [36] proposed to recover adversaries using GAN and [31] super-resolve images to minimize adversarial effect. As compared to the above defenses, we design an input processing model that derives a self-supervised signal from the deep feature space to adversarially train the defense model. Our results show significantly superior performance to all so-far developed input processing based defenses.

**Attacks:** The self-supervised perturbation signal obtained to adversarially train our proposed approach can also be used as an adversarial attack. Since the seminal work of Szegedy et al. [41], many adversarial attack algorithms [12, 13, 3, 9] have been proposed to show the vulnerability of neural networks against imperceptible changes to inputs. A single-step attack, called Fast Gradient Sign Method (FGSM), was proposed in [12]. In a follow-up work, Kurakin et al. [13] proposed a robust multi-step attack, called Iterative Fast Gradient Sign Method (I-FGSM) that iteratively searches the loss surface of a network under a given metric norm. To improve transferability, a variant of I-FGSM, called momentum iterative fast gradient sign method (MI-FGSM), was introduced [9], which significantly enhanced the transferability of untargeted attacks on ImageNet dataset [34] under a ∞ norm budget. More recently, [47] proposed a data augmentation technique named input diversity method (DIM) to further boost the transferability of these attack methods. In contrast to our self-supervised attack approach, all of these methods are supervised adversarial attack that rely on cross-entropy loss to find the deceptive gradient direction.

### 3. Neural Representation Purifier

Our defense aims to combine the benefits of adversarial training and input processing methods in a single framework that is computationally efficient, generalizable across different tasks and retains the clean image accuracy. The basic intuition behind our defense mechanism is to effectively use information contained in the feature space of deep networks to obtain an automatic supervisory signal. To this end, we design a Neural Representation Purifier (NRP) model that learns to clean adversarially perturbed images based on the automatically derived (self) supervision.

The objective is to recover the original benign image $x_0$...
Figure 2: Neural Representation Purifier. Using a self-supervision signal, the proposed defense learns to purify perturbed images, such that their corresponding perceptual representation in deep feature space becomes close to clean natural images.

given an input adversarial image $x'$. We wish to remove the adversarial patterns by training a neural network $P_\theta$ parameterized by $\theta$, which we refer as the purifier network. The main objective is to be independent of the task-specific objective function, such that once trained, the proposed defense is transferable to other models (even across tasks). Towards this end, the network $P_\theta$ is trained in an adversarial manner by playing a game with the critic network $C_\phi$, and a feature extractor $F_\psi$ (see Fig. 2). The function of the purifier and critic networks is similar to generator and discriminator in a traditional Generative Adversarial Network (GAN) framework, with the key difference that in our case, $P_\theta$ performs image restoration instead of image generation. The feature extractor, $F_\psi$, is pretrained on ImageNet and remains fixed, while the other two networks are optimized during training. Adversarial examples $x'$ are created by maximizing the $F_\psi$'s response in random directions defined by a distance measure (Algorithm 1), while at minimization step, $P_\theta$ tries to recover the original sample $x$ by minimizing the same distance (Algorithm 2).

3.1. Self-Supervision

The automatic supervision signal to train NRP defense is obtained via a loss-agnostic attack approach. Below, we first outline why such a Self-Supervised Perturbation (SSP) is needed and then describe our approach.

Motivation: Strong white-box attacks [13, 6], that are generally used for AT, consider already-known network parameters $\theta$ and perturb the inputs to create $x'$, such that they are misclassified by the target model, i.e. $T(x'; \theta) \neq y$. Since the perturbations are calculated using gradient directions specific to $\theta$, the resulting perturbed images $x'$ do not generalize well to other networks [9, 38, 9, 47, 52]. This dependency limits these attacks to a specific network and task. In contrast, our goal is to design a self-supervised perturbation mechanism that can generalize across networks and tasks, thus enabling a transferable defense approach.

The self-supervised perturbation is based on the concept of ‘feature distortion’, introduced next.

Feature Distortion: Given a clean image $x$ and its perturbed counterpart $x'$ that is crafted to fool the target model $T(\cdot)$, the feature distortion refers to the change that $x'$ causes to the internal representations of a neural network $F(\cdot)$ relative to $x$. This can be represented by,

$$\Delta(x, x') = d(F(x; \theta)|_n, F(x'; \theta)|_n),$$

where, $F(x; \theta)|_n$ denotes the internal representation obtained from the $n^{th}$ layer of a pretrained deep network $F(\cdot)$ and $d(\cdot)$ is a distance metric which can be $\ell_p$ [12], Wasserstein distance [1] or cosine similarity between the features of the original and perturbed sample.

The reason why we base our self-supervised perturbation on feature distortion is its direct impact on the perturbation transferability. To show this, we conduct a proof-of-concept experiment by generating adversarial examples
Algorithm 1 SSP: Self-Supervised Perturbation

Require: A feature extractor $\mathcal{F}_\psi$, batch of clean samples $x$, input transformation $\mathcal{R}$, perturbation budget $\epsilon$, step-size $\kappa$, and number of iterations $T$.

Ensure: Perturbed sample $x'$ with $\|x' - x\|_\infty \leq \epsilon$.

1: $g_0 = 0$; $x' = \mathcal{R}(x)$;
2: for $t = 1$ to $T$ do
3: Forward pass $x'_t$ to $\mathcal{F}_\psi$ and compute $\Delta$ using Eq. 1;
4: Compute gradients $g_t = \nabla_x \Delta(x_t, x')$;
5: Generate adversaries using:
   $$x'_{t+1} = x'_t + \kappa \cdot \text{sign}(g_t);$$
6: Project adversaries in the vicinity of $x$
   $$x'_{t+1} = \text{clip}(x'_{t+1}, x - \epsilon, x + \epsilon);$$
7: end for
8: return $x' = x'_T$.

on ImageNet-NeurIPS [7]. We consider two popular attack methods, MI-FGSM [9] and I-FGSM [13], among which MI-FGSM has higher transferability compared to I-FGSM. Interestingly, feature distortion strength of I-FGSM decreases as the number of attack iterations increases, compared to MI-FGSM (Fig. 3). MI-FGSM maintains its perturbation strength with increasing number of iterations. This indicates that feature distortion has a direct impact on transferability and therefore maximizing the objective in Eq. 1 (signifying feature-space distortion) can boost the transferability of adversarial examples without using any decision boundary information. Based on this observation, our proposed perturbation generation approach directly maximizes the distortion in deep feature space to create strong, highly generalizable and task-independent adversarial examples.

Self-supervised Perturbation: Conventional black-box attacks operate in the logit-space of deep networks. The objective of ‘logit-based’ adversarial attacks is to change the target model’s prediction for a clean image $T(x) \neq T(x')$ such that $x'$ is bounded: $\|x - x'\| \leq \epsilon$. In contrast to these methods, we propose to find adversaries by maximizing the feature loss (Sec. 3.2) of neural networks. Our approach does not rely on decision-boundary information since our ‘representation-based’ attack directly perturbs the feature space by solving the following optimization problem:

$$\max_{x'} \Delta(x, x') \text{ subject to: } \|x - x'\|_\infty \leq \epsilon,$$

Our proposed method to maximize feature distortion for a given input sample is summarized in Algorithm 1. We apply a transformation $\mathcal{R}$ to input $x$ at the first iteration (Algorithm 1) to create a neural representation difference between an adversarial and benign example and then maximize the difference within a given perturbation budget. There can be different choices for $\mathcal{R}$ but in this work, $\mathcal{R}$ simply adds random noise to the input sample, i.e. our algorithm takes a random step at the first iteration.

Algorithm 2 NRP: Neural Representation Purification via Self-Supervised Adversarial Training

Require: Training data $\mathcal{D}$, Purifier $\mathcal{P}_\theta$, feature extractor $\mathcal{F}_\psi$, critic network $\mathcal{C}_\phi$, perturbation budget $\epsilon$ and loss criteria $\mathcal{L}$.

Ensure: Randomly initialize $\mathcal{P}_\theta$ and $\mathcal{C}_\phi$.

1: repeat
2: Sample mini-batch of data, $x$, from the training set.
3: Find adversaries, $x'$, at a given perturbation budget $\epsilon$ by maximizing distance, $\Delta$ (Eq. 1), using Algorithm 1.
4: Forward-pass $x'$ through $\mathcal{P}_\theta$ and calculate $\mathcal{L}_{\mathcal{P}_\theta}$ (Eq. 8).
5: Back-pass and update $\theta$ to minimize $\mathcal{L}_{\mathcal{P}_\theta}$ (Eq. 8).
6: Update $\mathcal{C}_\phi$ to classify $x$ from $\mathcal{P}_\theta(x')$.
7: until $\mathcal{P}_\theta$ converges.

3.2. NRP Loss functions

We propose a hybrid loss function that is used to train the purifier network (see Algorithm 2). This loss function consists of three terms that we explain below:

Feature loss: The Self-supervised Perturbation (SSP) generated by Algorithm 1 is the direct result of increasing the feature loss function, $\Delta$, defined on the feature extractor $\mathcal{F}_\psi$. In order to learn the purifier network, we must decrease this distance as follows:

$$\mathcal{L}_{\text{feat}} = \Delta(\mathcal{F}_\psi(x), \mathcal{F}_\psi(\mathcal{P}_\theta(x'))) \text{ (5)},$$

where, $\Delta$ is formally defined in Eq. 1, and the distance measure used to compute $\Delta$ is the mean absolute error (MAE). We empirically observe that removing $\mathcal{L}_{\text{feat}}$ loss leads to a network that does not converge to a meaningful state and produces weaker defense (see Fig. 5).

Pixel loss: Smoothing images can help in mitigating the adversarial effect since the perturbation patterns resemble to that of noise. Therefore, in order to encourage smoothness, we apply $l_2$ loss in the image pixel space,

$$\mathcal{L}_{\text{img}} = \|\mathcal{P}_\theta(x') - x\|_2.$$

Adversarial loss: Instead of using vanilla GAN objective, we use relativistic average GAN which has shown better convergence properties [20, 32]. For a given batch of original, $x$, and adversarial examples, $x'$, the relativistic loss for the purifier network $\mathcal{P}_\theta$ is given as:

$$\mathcal{L}_{\mathcal{P}_\theta} = -\sigma \left( \mathcal{C}_\phi(\mathcal{P}_\theta(x')) - \mathcal{C}_\phi(x) \right),$$

where $\sigma$ represents the sigmoid layer. The overall loss objective for $\mathcal{P}_\theta$ is the combination of losses defined on pixel and feature spaces as well as the relativistic loss:

$$\mathcal{L}_{\mathcal{P}_\theta} = \alpha \cdot \mathcal{L}_{\text{adv}} + \gamma \cdot \mathcal{L}_{\text{img}} + \lambda \cdot \mathcal{L}_{\text{feat}} \text{ (8)}.$$

The pixel and feature losses focus on restoring image content and style, while adversarial loss restores texture details.
3.3. NRP Architecture

Here, we outline the architecture of generator, feature extractor and discriminator blocks. **Generator (P_{\theta})**: Our generator architecture is inspired by [24, 44]. It consists of a convolution layer followed by multiple “basic blocks”. Each basic block is composed of 3 “dense blocks” and each dense block contains five convolutional layers followed by leaky-relu [48] and finally a convolutional layer that has output with same dimension as input. Generally, adding a skip connection from input to generator’s output helps in restoration tasks e.g., image super resolution [24] and deblurring [22]. However, in our case an important design criteria is to avoid such skip connection since our objective is to remove adversarial noise and a direct skip connection can potentially reintroduce harmful noise patterns. **Feature Extractor (F_{\psi})**: It is a VGG [37] network pretrained on ImageNet. During training, F_{\psi} remains fixed while its response is maximized in random directions (adversary generation process) and minimized (purification process) using a predefined distance metric. In our experiments, we demonstrate the effectiveness of VGG space for creating strong adversaries as compared to other deep architectures. **Discriminator (C_{\phi})**: Our discriminator architecture is also based on VGG network [37]. It consists of five convolutional blocks containing convolutional layers followed by batch-norm and leaky-relu and then a fully connected layer.

3.4. On Suitable Perceptual Adversaries

The intuition to train NRP on boundary-agnostic perceptual adversaries is based on the extensive study [51] that found correlation of deep features with human perception. Specifically, [51] compares three models i.e. VGG [37], AlexNet [21] and SqueezeNet [19]. Following [51], we study these models from adversarial perspective by applying feature distortion at different layers in Fig. 4. Our findings are as follows: (a) VGG’s perceptual adversaries are more transferable than AlexNet and SqueezeNet (a detailed transferability analysis on seen/unseen perturbations of VGG is in supplementary material), (b) under same feature distortion settings, adversaries found at different layers are not equally transferable e.g. conv3.3 (block 3, layer 3) features offer better adversarial transferability than the rest of the network. We believe this is because the initial VGG layers learn low-level features while the deeper ones become too specific to the label space. Furthermore, we found that increasing the representation loss at multiple network layers does not notably increase attack success rate and adds a significant computational overhead. Since NRP training process is agnostic to the label-space of the source model i.e., it neither depends on a particular task-specific loss function (e.g., cross entropy) nor on the ground-truth labels, this makes it a generic algorithm, which can defend a totally unseen model. Furthermore, we demonstrate that perturbations discovered with our SSP approach offer high transferability across models trained on different datasets and tasks.

4. Experiments

4.1. Training Details

Training is done on randomly selected 25k images from MS-COCO data set. These images are resized to \(480 \times 480 \times 3\). Adversaries created using SSP are fed as inputs to NRP with their corresponding clean images used as target labels. During training, we randomly crop images of \(128 \times 128 \times 3\). Batch size is set to 16 and training is done on four Tesla v100 GPUs. Learning rates for generator and discriminator are set to \(10^{-4}\), with the value of \(\alpha = 5 \times 10^{-3}\), \(\gamma = 1 \times 10^{-2}\) and \(\lambda = 1\). We study eight models trained on the ImageNet [34]. Five of these models are naturally trained. These include Inceptionv3 (Inc-v3) [40], Inceptionv4 (Inc-v4), Inception Resnet v2 (IncRes-v2) [39], Resnet v2-152 (Res-152) [18] and VGG-19 [37]. The other three models including Adv-v3 [23], Inc-v3\_{ens} and IncRes-v2\_{ens} [43] are adversarially trained. The specific details about these models can be found in [23, 43].

4.2. Defense Results and Insights

(a) **Generalizability Across Attacks**: Figs. 6, 7 & 8 demonstrate generalization ability of NRP to recover images from strong adversarial noise. Quantitative analysis in Table 1 shows that compared to previously broken defenses [10], NRP achieves strong robustness against state-of-the-art attacks [47, 10], bringing down the effectiveness of the ensemble translation-invariant attack with input diversity (DIM_{TI}) [10] from 79.8% to 31.9%.

(b) **NRP as Cross-task Defense**: In order to measure the cross-task defense capabilities, we deploy NRP against cross-domain attack (CDA) [32], a state-of-the-art attack that generates diverse cross-domain adversarial perturbations. Results in Table 2 demonstrate that NRP successfully removes all unseen perturbations and proves a generic cross-task defense for classification, object detection and in-
Table 1: Robustness of different defense methods against state-of-the-art black-box attacks (lower is better). IncRes-v2\textsubscript{ens} is used as backbone model following [10]. NRP significantly reduces the attack success rate. Adversaries (ε ≤ 16) are created against Inc-v3, Inc-v4, IncRes-v2, Res-v2-152 and Ensemble.

<table>
<thead>
<tr>
<th>Defenses</th>
<th>FGSM</th>
<th>FGSM/7</th>
<th>MIFGSM/7</th>
<th>DIM</th>
<th>DIM/7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inc-v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPEG [15]</td>
<td>19.9</td>
<td>25.5</td>
<td>20.3</td>
<td>28.2</td>
<td>30.7</td>
</tr>
<tr>
<td>TVM [15]</td>
<td>18.8</td>
<td>30.7</td>
<td>19.4</td>
<td>34.9</td>
<td>24.4</td>
</tr>
<tr>
<td>NIPS-r3 [42]</td>
<td>9.8</td>
<td>24.5</td>
<td>12.9</td>
<td>26.7</td>
<td>18.0</td>
</tr>
<tr>
<td>R&amp;P [45]</td>
<td>6.5</td>
<td>19.8</td>
<td>8.7</td>
<td>23.9</td>
<td>13.3</td>
</tr>
<tr>
<td>HGD [25]</td>
<td>2.1</td>
<td>18.4</td>
<td>6.9</td>
<td>25.7</td>
<td>9.7</td>
</tr>
<tr>
<td>APE-GAN [36]</td>
<td>19.6</td>
<td>28.0</td>
<td>17.9</td>
<td>30.4</td>
<td>23.6</td>
</tr>
<tr>
<td>SR [31]</td>
<td>23.0</td>
<td>36.7</td>
<td>23.6</td>
<td>38.3</td>
<td>32.5</td>
</tr>
<tr>
<td>NRP</td>
<td>3.2</td>
<td>4.8</td>
<td>4.5</td>
<td>9.1</td>
<td>5.2</td>
</tr>
<tr>
<td>Inc-v4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPEG [15]</td>
<td>21.8</td>
<td>27.9</td>
<td>26.0</td>
<td>31.6</td>
<td>38.6</td>
</tr>
<tr>
<td>TVM [15]</td>
<td>19.9</td>
<td>31.8</td>
<td>24.8</td>
<td>38.4</td>
<td>29.1</td>
</tr>
<tr>
<td>NIPS-r3 [42]</td>
<td>11.5</td>
<td>24.6</td>
<td>13.7</td>
<td>29.5</td>
<td>24.1</td>
</tr>
<tr>
<td>R&amp;P [45]</td>
<td>7.9</td>
<td>21.6</td>
<td>12.1</td>
<td>28.0</td>
<td>17.2</td>
</tr>
<tr>
<td>HGD [25]</td>
<td>2.6</td>
<td>18.1</td>
<td>9.6</td>
<td>27.8</td>
<td>32.4</td>
</tr>
<tr>
<td>APE-GAN [36]</td>
<td>21.1</td>
<td>28.8</td>
<td>20.7</td>
<td>32.8</td>
<td>25.0</td>
</tr>
<tr>
<td>SR [31]</td>
<td>25.3</td>
<td>34.1</td>
<td>29.2</td>
<td>42.3</td>
<td>39.3</td>
</tr>
<tr>
<td>NRP</td>
<td>3.1</td>
<td>4.4</td>
<td>4.8</td>
<td>10.3</td>
<td>5.2</td>
</tr>
<tr>
<td>IncRes-v2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPEG [15]</td>
<td>24.7</td>
<td>32.4</td>
<td>31.6</td>
<td>45.9</td>
<td>47.2</td>
</tr>
<tr>
<td>TVM [15]</td>
<td>23.4</td>
<td>38.5</td>
<td>34.4</td>
<td>55.4</td>
<td>54.7</td>
</tr>
<tr>
<td>NIPS-r3 [42]</td>
<td>13.3</td>
<td>31.4</td>
<td>22.7</td>
<td>46.2</td>
<td>37.6</td>
</tr>
<tr>
<td>R&amp;P [45]</td>
<td>9.9</td>
<td>28.1</td>
<td>18.6</td>
<td>45.2</td>
<td>30.2</td>
</tr>
<tr>
<td>HGD [25]</td>
<td>3.9</td>
<td>25.4</td>
<td>19.6</td>
<td>45.1</td>
<td>32.4</td>
</tr>
<tr>
<td>APE-GAN [36]</td>
<td>24.7</td>
<td>36.8</td>
<td>30.4</td>
<td>50.5</td>
<td>36.3</td>
</tr>
<tr>
<td>SR [31]</td>
<td>27.6</td>
<td>42.4</td>
<td>42.6</td>
<td>62.1</td>
<td>54.3</td>
</tr>
<tr>
<td>NRP</td>
<td>3.5</td>
<td>6.9</td>
<td>7.6</td>
<td>18.7</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Table 2: NRP generalizability across different adversarial attacks. Classification model is defended against CDA trained against Inc-v3 while detection and segmentation models are defended against CDA trained against Res-v2-152 (higher is better). (q=quantity, w=weights, win=window size)

| Classification: Defending IncRes-v2\textsubscript{ens} [43] against CDA [32] |
|-----------------|-----------------|-----------------|
| Method          | No Attack | Imagenet | Comics | Paintings |
| NRP            | 97.8      | 83.0     | 30.9   | 94.0      | 56.6    | 71.6    | 23.7    |
| JPEG (q=75)    | 97.6      | 74.9     | 18.6   | 90.1      | 42.6    | 68.0    | 18.0    |
| JPEG (q=50)    | 96.2      | 74.2     | 19.0   | 90.1      | 43.4    | 66.0    | 19.2    |
| JPEG (q=20)    | 94.1      | 73.4     | 21.7   | 87.0      | 51.3    | 62.7    | 18.8    |
| TVM (w=10)     | 93.1      | 82.3     | 30.2   | 91.0      | 72.7    | 72.7    | 27.4    |
| TVM (w=30)     | 96.0      | 81.1     | 27.3   | 93.4      | 66.4    | 70.6    | 24.1    |
| MF (win=3)     | 95.4      | 77.3     | 27.7   | 92.4      | 66.8    | 65.0    | 22.1    |
| NRP            | 95.6      | 95.7     | 96.0   | 95.4      | 94.2    | 95.3    | 94.1    |

| Detection: Defending Mask-RCNN [16] defense against CDA [32] |
|-----------------|-----------------|-----------------|
| Method          | No Attack | Imagenet | Comics | Paintings |
| NRP            | 59.9      | 35.2     | 81.0   | 40.5      | 16.8    | 41.7    | 14.8    |
| JPEG (q=75)    | 57.6      | 41.3     | 11.9   | 41.6      | 19.4    | 44.5    | 18.3    |
| JPEG (q=50)    | 54.6      | 41.7     | 14.5   | 39.5      | 18.5    | 47.7    | 19.9    |
| JPEG (q=20)    | 39.7      | 30.7     | 15.1   | 28.2      | 14.7    | 30.5    | 15.3    |
| TVM (w=10)     | 54.1      | 32.1     | 14.3   | 40.5      | 28.9    | 37.6    | 21.5    |
| TVM (w=30)     | 58.0      | 39.9     | 10.1   | 46.8      | 21.0    | 45.4    | 17.2    |
| MF (win=3)     | 54.7      | 32.1     | 9.0    | 41.1      | 20.4    | 37.6    | 15.2    |
| NRP            | 54.5      | 51.5     | 50.3   | 53.5      | 53.7    | 53.2    | 54.3    |

Figure 5: Ablation. Proposed NRP is able to recover input samples from the strong black-box ensemble attack [10] as compared to GNP and FGSP. NRP trained without \(\mathcal{L}_{\text{feat}}\) performs poorly indicating the importance of perceptual loss. Top-1 accuracy (higher is better) is reported for IncRes-v2\textsubscript{ens} [43] on ImageNet-NeurIPS.

(c) Ablation: Fig. 5 thoroughly investigates the impact of different training mechanisms in combination with our defense, and provides the following insights: (i) Relativistic GAN loss offers a more robust solution than vanilla GAN, (ii) NRP performance decreases slightly without pixel loss, (iii) NRP without feature loss loses supervisory signal defined by perceptual-space boundary, hence the generator does not converge to a meaningful state, (iv) Gaussian smoothing (Gaussian noise data augmentation) proves to be useful in reducing adversarial vulnerability of classifier [8, 49]. Training NRP as a Gaussian denoiser, named Gaus-
Table 3: Success rate (lower is better) of BPDA [6] and DIM [10] attacks against NRP. Res-v2-152 [18] is combined with other purifier networks (ResG [24], UNet [33]). Adversaries are then transferred to the naturally and adversarially trained models. NRP protects the backbone network even when the attacker tries to bypass using BPDA technique. (attack iterations: 10, $\epsilon \leq 16$)

<table>
<thead>
<tr>
<th>Source</th>
<th>Attack</th>
<th>NRP</th>
<th>Inc-v3</th>
<th>Inc-v4</th>
<th>IncRes-v2</th>
<th>Adv-v3</th>
<th>Inc-v3$_{ens}$</th>
<th>IncRes-v2$_{ens}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Res-v2-152</td>
<td>DIM$_{TI}$</td>
<td>✗</td>
<td>77.4</td>
<td>77.9</td>
<td>74.2</td>
<td>51.2</td>
<td>56.2</td>
<td>47.7</td>
</tr>
<tr>
<td>ResG $\oplus$ Res-v2-152</td>
<td>DIM$_{TI} \oplus$ BPDA</td>
<td>✓</td>
<td>29.7</td>
<td>26.2</td>
<td>19.6</td>
<td>22.3</td>
<td>22.1</td>
<td>16.1</td>
</tr>
<tr>
<td>UNet $\oplus$ Res-v2-152</td>
<td>DIM$_{TI} \oplus$ BPDA</td>
<td>✓</td>
<td>29.0</td>
<td>27.1</td>
<td>19.5</td>
<td>26.9</td>
<td>27.7</td>
<td>18.8</td>
</tr>
</tbody>
</table>

Afghan Hound (0.73, ✗) Porcupine (0.64, ✗) Erythrocebus Patas (0.53, ✗) Guenon Monkey (0.77, ✗) Crane (0.55, ✗)
Monarch Butterfly (0.65, ✓) Dung Beetle (0.90, ✓) Lycaenid (0.94, ✓) Lorikeet (0.94, ✓) Flamingo (0.90, ✓)

Figure 6: A visual illustration of NRP generalizability to different adversaries ($\epsilon \leq 16$) (top: attacked; bottom: purified). Our method can clean challenging adversarial patterns resulting from SSP applied to adversarially robust model [11]. Previous denoising methods are not designed for this type of structured noise. IncRes-v2$_{ens}$ backbone is used here. (see supplementary material for more examples)

sian Noise Purifier (GNP) does not prove effective against translation-invariant attacks [10], and (v) Training NRP to stabilize FGSM adversaries (termed FGSP in Fig. 5) performs relatively better than GNP.

(d) What if Attacker knows about the Defense: We study this difficult scenario with the following criteria: (i) attacker knows that the defense is deployed and has access to its training data and training mechanism, and (ii) attacker trains a local defense similar to NRP, and then uses BPDA [6] to bypass the defense. To simulate this attack, we train residual generator (ResG) [24] and UNet [33] with the same training mechanism as described in Sec. 4.1. We then combine BPDA [2] with translation-invariant attack to bypass NRP. Under these challenging settings, NRP shows a relative gain of 74% and 66% respectively for IncRes-v2, IncRes-v2$_{ens}$ (see Table 3).

4.3. Self Supervised Perturbation as an Attack

Next, we evaluate the strength of SSP as an attack for the tasks of classification, detection and segmentation.

Classification: Table 5 compares SSP with FGSM [12], R-FGSM [43], I-FGSM [13], MI-FGSM [9], TAP [52] and DIM [47] using their standard hyper-parameters (see supplementary material). The results in Table 5 provide the following insights. (i) SSP consistently demonstrates a strong black-box adversarial transferability on both naturally and adversarially trained models, bringing down top-1 accuracy of IncRes-v2 [39] from 100.0% to 14.1%. (ii) While MI-FGSM [9] and DIM [47] perform slightly better on adversarially trained ensemble models [43] in terms of top-1 accuracy, SSP shows comparable top-1 rate and surpasses in terms of top-5 accuracy, and (iii) These results indicate that decision-boundary based attacks flip the label of input sample to the near-by class category, while SSP being agnostic to decision-level information pushes the adversaries far from the original input category.

Table 4: Cross-task SSP Attack: Pixel-level accuracy is shown for SegNet-Basic [4] on Camvid testset [5], while mAP (with IoU = 0.5) is reported for Mask-RCNN.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Method</th>
<th>No Attack</th>
<th>SSP ($l_\infty \leq 8$)</th>
<th>SSP ($l_\infty \leq 16$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic Seg.</td>
<td>SegNet [4]</td>
<td>79.70</td>
<td>52.48</td>
<td>32.59</td>
</tr>
<tr>
<td></td>
<td>Mask-RCNN [16]</td>
<td>56.8</td>
<td>29.4</td>
<td>8.8</td>
</tr>
<tr>
<td>Object Det.</td>
<td>RetinaNet [27]</td>
<td>53.78</td>
<td>22.75</td>
<td>5.16</td>
</tr>
<tr>
<td></td>
<td>Mask-RCNN [16]</td>
<td>59.50</td>
<td>31.8</td>
<td>9.7</td>
</tr>
</tbody>
</table>
Figure 7: NRP successfully recovers diverse patterns from strongest black-box attacks ($l_\infty \leq 16$). IncRes-v2\textsubscript{ens} used as backbone.

Figure 8: NRP successfully removes perturbation generated by CDA\[32\] ($\epsilon \leq 16$) and stabilizes Mask-RCNN [16] predictions.

Cross-task Adversarial Attack: Since SSP is loss-agnostic, it enables attacks on altogether different tasks. Table 4 explores SSP for object detection and image segmentation. For Segmentation, the self-supervised perturbations created on CAMVID [5] in VGG-16 feature space are able to bring down the per pixel accuracy of SegNet-Basic by 47.11\% within $l_\infty \leq 16$. For object detection on MS-COCO validation set [28], mean Average Precision (mAP) with 0.5 intersection over union (IOU) of RetinaNet [27] and Mask-RCNN [16] drop from 53.78\% to 5.16\% and 59.5\% to 9.7\%, respectively, under $l_\infty \leq 16$.

5. Conclusion

We propose a novel defense approach that removes harmful perturbations using an adversarially trained purifier. Our defense does not require large training data and is independent of the label-space. It exhibits a high generalizability to the unseen state-of-the-art attacks and successfully defends a variety of tasks including classification, segmentation and object detection. Notably, our defense is able to remove structured noise patterns where an adversarial image is maliciously embedded into the original image.
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