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Abstract

Human motion segmentation based on transfer subspace
learning is a rising interest in action-related tasks. Al-
though progress has been made, there are still several issues
within the existing methods. First, existing methods trans-
fer knowledge from source data to target tasks by learn-
ing domain-invariant features, but they ignore to preserve
domain-specific knowledge. Second, the transfer subspace
learning is employed in either low-level or high-level fea-
ture spaces, but few methods consider fusing multi-level fea-
ture representations for subspace learning. To this end, we
propose a novel multi-mutual consistency induced transfer
subspace learning framework for human motion segmenta-
tion. Specifically, our model factorizes the source and tar-
get data into distinct multi-layer feature spaces and reduces
the distribution gap between them through a multi-mutual
consistency learning strategy. In this way, the domain-
specific knowledge and domain-invariant properties can be
explored in different layers simultaneously. Our model also
conducts the transfer subspace learning on different layers
to capture multi-level structural information. Further, to
preserve the temporal correlations, we project the learned
representations into a block-like space. The proposed model
is efficiently optimized by using the Augmented Lagrange
Multiplier (ALM) algorithm. Experimental results on four
human motion datasets demonstrate the effectiveness of our
method over other state-of-the-art approaches.

1. Introduction
Human motion segmentation aims to partition visual

data sequences that depict human actions and activities into
a set of preferably non-overlapping and internally coherent
temporal segments. It is an important preprocessing step
before further motion and action related analytical tasks
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[26, 38, 48, 59]. Human motion information is a key fac-
tor for temporal segmentation. However, due to the com-
plexity of temporal correlations and the high-dimensional
structure of visual representations, capturing such discrim-
inative temporal information remains as a challenging task
[23]. Therefore, several approaches have been developed
to address this problem, including model-based [49], tem-
poral proximity-based [23], representation-based [22, 25],
and subspace clustering-based approaches [12, 25]. Among
them, the subspace clustering-based methods have attracted
notable attention and obtained promising results.

Subspace clustering is a powerful technique for parti-
tioning data into multiple groups, which holds the assump-
tion that data points are drawn from multiple subspaces cor-
responding to different classes [4, 24, 33]. Several represen-
tative subspace clustering methods [8, 16, 29, 32] have been
developed to learn distinct and low-dimensional data repre-
sentations, in which the learned representations are then fed
into conventional clustering algorithms. However, it is often
difficult for these unsupervised subspace learning methods
to attain reasonable performance without prior knowledge.
Fortunately, labeled data from related tasks are often easy
to obtain. Thus, transfer learning is an ideal option for bor-
rowing knowledge from relevant source data to improve the
target tasks [5, 52]. In human motion segmentation, recent
transfer subspace learning-based approaches [46, 47] have
reported improved performance.

Although transfer subspace learning has achieved satis-
factory results in human motion segmentation, there still
exist several issues as follows. First, the transfer subspace
learning based motion segmentation imposes the data dis-
tributions of two domains to be similar. To this end, one
popular strategy is to project both the source and target
data into a common feature space. This strategy explores
domain-invariant properties but ignores the potentially use-
ful domain-specific knowledge. However, both of these two
aspects play essential roles, and it is challenging to balance



them for improved performance. Second, existing subspace
clustering-based methods tend to reconstruct data points by
using either the original or high-level features (e.g., outputs
of deep networks), with few conducting transfer subspace
learning in multi-level feature spaces to capture low-level
and high-level information simultaneously.

To address the above problems, we propose a novel
method that incorporates transfer learning and multi-level
subspace clustering into a uni�ed framework to enhance
human motion segmentation (as shown in Fig. 1). First,
we factorize the original features of the source and the tar-
get data into implicit multi-layer feature spaces, in which a
multi-mutual consistency learning strategy is used to reduce
the distribution difference between the two domains. Sec-
ond, we carry out the transfer subspace learning in different
layers to fuse multi-level structural information effectively.
Third, we project the learned representations into a block-
like space to preserve the temporal correlations. Finally, we
show that our model can be ef�ciently optimized using the
Augmented Lagrange Multiplier (ALM) algorithm.

The main contributions are summarized as follows: We
present a novel human motion segmentation algorithm,
which integrates transfer learning and multi-level subspace
learning into a uni�ed framework. Our motion segmenta-
tion model explores domain-invariant properties by using a
multi-mutual consistency learning strategy while preserving
domain-speci�c knowledge. We conduct multi-level trans-
fer subspace learning in different layers to simultaneously
capture low- and high-level information. Extensive exper-
iments on four public datasets demonstrate the superiority
of our model over the state-of-the-art methods.

2. Related Work

Subspace clusteringbuilds on the assumption that data
points are drawn from multiple subspaces corresponding
to different clusters. Recently, self-representation based
subspace clustering, where each data point is expressed
with a linear combination of other data points, has cap-
tured increasing attention [60, 53, 61]. For example, Sparse
Subspace Clustering (SSC) [8] searches the sparsest rep-
resentation among the in�nitely many possible representa-
tions based oǹ1-norm. Low-Rank Representation Cluster-
ing (LRR) [29] attempts to reveal cluster structure with a
low-rank representation. SMooth Representation clustering
(SMR) [16] analyzes the grouping effect of representation-
based methods. There are also several deep learning-based
subspace clustering approaches [19, 37, 53, 55, 57]. How-
ever, these methods cannot be directly applied in human
motion segmentation since they ignore the temporal corre-
lations between successive frames.

Temporal data clustering aims for segmenting data se-
quences into a set of non-overlapping parts. It has a wide
range of applications, from facial analytics, speech segmen-

Figure 1: Overview of the proposed multi-mutual consistency induced
transfer subspace learning framework for human motion segmentation.
Our model �rst factorizes the source and target data into multi-layer im-
plicit feature spaces, in which a multi-mutual consistency learning strategy
is presented to reduce the distribution difference between the two domains.
Then, it carries out a multi-level Transfer Subspace Learning (TSL) in dif-
ferent layers to capture multi-level structural information. After that, it
fuses multi-level representations to construct an af�nity matrix, and obtains
the �nal segmentation results by using the Normalized Cuts algorithm.

tation to human action recognition. For this purpose, semi-
Markov K-means clustering [39] attempts to exploit repet-
itive patterns. Zhouet al. [56] use a K-means kernel asso-
ciated with a dynamic temporal alignment approach. Tem-
poral Subspace Clustering (TSC) [25] learns a non-negative
dictionary and data representation under the constraint of a
temporal Laplacian regularization term. Transfer Subspace
Segmentation (TSS) [46] adopts auxiliary data and trans-
fers segmentation knowledge from source to target data.
Low-rank Transfer Subspace (LTS) [47] employs a novel
sequential graph to preserve temporal information residing
in both the source and target data. These temporal clus-
tering methods are all formulated as unsupervised learning
scenarios, some of which adopt a self-representation strat-
egy to achieve the motion segmentation task.

Transfer learning intends for leveraging on the prior
knowledge from related source data to improve the results
of target tasks. So far, plenty of transfer learning mod-
els have been proposed, such as domain-invariant feature
learning [13, 34, 42] and classi�er parameter adaptation
[2, 27, 54]. Among these, domain-invariant feature learn-
ing [13] attempts to learn a common feature space where
both the domain shift and distribution difference can be mit-
igated. Several works explore the alignment of two different


